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Abstract

In human conversations, listeners produce backchannels or
feedback such as ‘mhm’, ‘yeah’, and ‘wow’ which convey dif-
ferent communicative functions depending on their prosodic re-
alization and the context in which they are produced. However,
many conversational systems or spoken dialogue systems lack
the ability to generate feedback with different prosodic realiza-
tions or lexical forms. Therefore, the aim of this PhD is to pre-
dict the lexical form and prosodic features of feedback in order
to synthesize feedback which are appropriate in the conversa-
tional context.
Index Terms: feedback, backchannels, prosody, speech synthe-
sis, communicative functions

1. Motivation
There has been a lot of work in trying to incorporate short feed-
back utterances in conversational systems, however, the focus
has been mainly on predicting the timing of when to add them
[1, 2, 3, 4, 5, 6, 7, 8], or predicting the function of the feedback
[6, 7, 9, 10, 11, 12]. In contrast, work on synthesizing feedback
has been limited [12, 13, 14]. Two important dimensions for
generating feedback has had less focus: predicting the lexical
form [9] and predicting the prosody [15].

Therefore our goal for this PhD is to train a model, see Fig-
ure 1, that takes as input the communicative function we would
like to convey and the context from the interlocutor and out-
puts a lexical form and prosodic features of feedback. This
model should predict different lexical forms for a specific com-
municative function. For example, if we would like to generate
a feedback that expresses agreement, the model could predict
‘yeah’, ‘mhm’, ‘exactly’, ‘absolutely’ or ‘right’. The prosody
should also be appropriate for the conversational context. If
the model predicts ‘yeah’ for agreement, the prosody of the
‘yeah’ should sound like agreement and not surprise. Previ-
ous work has found similarity in pitch between backchannels
and the preceding utterance of the interlocutor, this similarity
may be why backchannels are unobtrusive [16, 17]. If listener’s
align (a phenomenon where interlocutors’ speaking style con-
verge) their prosodic features in their feedback, then this should
also be reflected in our vocal feedback model. By predicting
different lexical forms and prosodic features of feedback, we
can avoid synthesizing feedback that is monotonous or repeti-
tive. Furthermore, these variations can create a more natural or
human-like feedback for conversational systems.

2. Research Questions
1. What are the different communicative functions of feedback?

Figure 1: Proposed vocal feedback model.

2. Is there prosodic alignment between certain feedback func-
tions and the preceding or following utterance of the inter-
locutor?

3. Should we represent prosodic features as discrete prosodic
representations (e.g. duration, pitch, intensity) or distributed
representations (e.g. prosody embeddings, self-supervised
speech representations [18])?

3. Thesis Roadmap
3.1. Feedback function annotation scheme

Many existing schemes for annotating communicative functions
of feedback are based on the four feedback functions: Contact,
Perception, Understanding, and Attitudinal reactions proposed
by [19]. However, we found that the existing schemes were
not nuanced enough. Ultimately, we decided to use function la-
bels from existing schemes but also added labels which we de-
cided on by listening to the feedback in the Switchboard corpus
[20]. The Switchboard corpus is an American English corpus
which consists of about 2500 telephone conversations. We set-
tled upon 10 functions: Continue, Non-understanding, Agree,
Disagree, Yes-response, No-response, Sympathy, Disapproval,
Mild Surprise, and Strong Surprise [21].

3.2. Automatic annotation of feedback functions

We manually annotated 2179 instances of feedback with their
corresponding communicative function. Since this amount of
data is not enough to train a deep neural network model for our
vocal feedback model and manually annotating each feedback
with a function is too time-consuming, we decided to train a
classifier to automatically annotate the remaining possible feed-
back tokens in Switchboard. We experimented with a combina-
tion of lexical and prosodic features extracted from the feed-
back and context features from the 4000ms of the preceding
utterance of the interlocutor.



1. Feedback features

• Lexical tokens which are one-hot enconded
• Prosodic features: duration, mean pitch, pitch slope, pitch

range, and mean intensity

2. Context features

• Part-of-speech (POS) tags of the preceding utterance,
we used the top 30 POS bigrams calculated using term
frequency-inverse document frequency (TF-IDF)

• Dialog Act of the preceding utterance
• SimCSE [22] sentence embedding of the preceding utter-

ance

Given the small amount of training data that we have, we
decided to use traditional machine learning models such as Sup-
port Vector Machines (SVM) as well as a pre-trained language
model (GPT-3) for classification. We also experimented with
using the probability distributions of the GPT-3 model as an
input feature to the SVM classifier. We achieved good perfor-
mance with only using SimCSE and lexical features (f1-score
0.72), as well as fine-tuning GPT-3 (f1-score 0.80). These
scores were comparable to the inter-annotator agreement (f-
score 0.74). Since the prosodic features were not so helpful
we concluded that either the context SimCSE embeddings were
enough to classify the functions or we need to represent the
prosodic features differently. Finally, we used the SVM trained
on the SimCSE embeddings and the lexical encodings to clas-
sify the remaining possible feedback instances in Switchboard.

3.3. Feedback and alignment

We investigated whether local prosodic alignment exists be-
tween the feedback utterances and the 500ms preceding, as
well as the following utterance of the interlocutor for each feed-
back function in our scheme. We measured local alignment us-
ing Pearson’s correlation, where we expected correlations be-
tween the prosodic features (mean pitch, pitch slope, mean in-
tensity) of the two interlocutors. We found that in terms of in-
tensity, listeners align their Continue and Agree feedback to the
intensity of the preceding utterance of the interlocutor.

3.4. Prosodic Representations

In order to understand what prosodic features to predict and how
prosody should be represented, we are planning a first listening
test with two methods of synthesis.

1. Using the World vocoder [23]

• We first get phone level alignments of a feedback in
Switchboard (reference) and a target speaker for the same
lexical token e.g. ‘yeah’.

• Then we use time-domain pich synchronous overlap (TD-
PSOLA) to increase or reduce the duration of the phones
in the target voice feedback.

• We then use the World vocoder to change the energy and
the f0 values of the target speaker to be similar to the ref-
erence speaker. This is done at the frame level.

2. Using FastPitch [24]

• FastPitch has prediction models for duration, pitch, and
energy which are predicted at the phone level.

• We can extract the duration, mean pitch, mean energy for
each phone in the feedback of the reference speaker and
override the FastPitch predictions for the target speaker so
that they are similar to the reference.

Participants will be given a clip of the original conversa-
tion in Switchboard, where one speaker is talking and the other
speaker is giving feedback. They will also be given the same
clip except the original feedback will be replaced with either the
feedback synthesized by the World vocoder or FastPitch. Par-
ticipants will then be asked to judge whether the function/intent
of the synthesized feedback has changed or remained the same.
From this listening test we will be able to conclude whether rep-
resenting prosody as discrete representations either at the frame
or phone level is a good representation.

3.5. Vocal Feedback Model and Synthesizing Feedback

Once we know whether we should predict discrete or distributed
representations of prosody we can then begin training our vocal
feedback model. If we use discrete prosodic representations
such as duration, mean pitch, and mean energy per phone we
can replace FastPitch’s predictions with our predictions. If we
use distributed representations of prosody such as prosody em-
beddings we can use this to condition the melspectograms in
FastPitch. Finally, we will perform a final listening test where
we will evaluate the prosodic and lexical form predictions of
our vocal feedback model.

4. Key Challenges
• Finding a face-to-face corpus for American English which

was not task-oriented was difficult. We decided to use the
Switchboard corpus despite that the audio quality is not the
best and even though the conversations are not face-to-face
they come do come close to face-to-face conversations.

• Since FastPitch is trained on long utterances, it has a hard
time synthesizing short feedback tokens. We will need to
fine-tune FastPitch with examples of short feedback utter-
ances in order to improve the quality of synthesis.

• Evaluating the synthesized feedback will also be a challenge.
Using an objective evaluation such as mean opinion score
(MOS) is not suitable for our task since we want to synthe-
size variations of prosody and lexical form which might differ
from the reference sample.

5. Main Contributions
• We have proposed an annotation scheme for different com-

municative function of feedback which have more attitudinal
information.

• The results of our investigation whether certain feedback
functions align to the preceding utterance of the interlocutor
can be used to inform alignment models.

• Through our synthesis experiments we will be able to deter-
mine what type of prosodic representations are needed for
synthesizing feedback.

• If our vocal feedback model is incorporated into spoken dia-
logue systems it will make human-machine interactions more
natural.
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