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Abstract
This abstract describes the efforts of finding new avenues of
synthetic speech evaluation. It proposes a theoretic framework
with which to describe different evaluation paradigms. One key
insight lies in the fact that improving upon one part of evaluation
procedure seems to often degrade its validity in some other di-
mension. After describing the efforts of generating a more gran-
ular evaluation procedure based on mean opinion score (MOS),
an outline is given for improving upon contextual accuracy.
Index Terms: Synthetic speech evaluation, factor analysis, syn-
thesis quality

1. Introduction
The thesis will be concerned with developing new and improved
techniques for evaluating the quality of synthetic speech sys-
tems. When defining what it means for a system to be of high
quality, multiple suggestions can be found in common literature
[1, 2, 3]. This paper will assume the definition of: “The antic-
ipated and explicitly stated needs of an individual in a given
context.”, based off of the former ISO definition of quality
[4]. The resulting frameworks which try to capture this qual-
ity with respect to a system can be roughly described in six
non-orthogonal axes: cost, accuracy, objectivity, comparabil-
ity, granularity and reliability. The cost dimension refers to
the feasibility of conducting a chosen test, given that there are
usually limited resources regarding participants and time. Ac-
curacy describes how accurately a proposed test measures the
target of synthetic speech quality. Many works on the reliabil-
ity of synthetic evaluation procedure have highlighted the need
for awareness of the listening context and as such, higher accu-
racy. While some only propose to ensure a silent room with-
out distractions [5] or to make sure there is no undue influence
of the immediate textual context [6], others acknowledge that
these conditions should actually represent the intended listen-
ing context [7, 8, 9]. While the taxonomy of potential context
dimensions suggested in the latter is still experimental and sub-
ject of discussion, the general notion that lab evaluations can
not be extrapolated to all listening contexts seems to be persis-
tent. The dimension of objectivity describes a similar level of
abstraction on which a given test framework operates regarding
the generalizability of a given test result. One general assump-
tion is that the subjective answer we elicit from participants
points towards a common quality that is shared in the whole
population. A second assumption is made insofar that our sam-
ple size is large enough to be representative of that whole. A
gain in objectivity usually involves abstracting the process of
evaluation so that there are no subjects involved, like in PESQ
[10], POLQA [11], ANIQE [12], or more recent attempts such
as AutoMOS predictors [13, 14, 15] or the auditory nerve mod-

eling in [16]. These are also very cost efficient because they are
able to circumvent the sample size problem by applying a suffi-
ciently large training set to all subsequent evaluations, achieved
through modeling an abstracted listener or directly comparing
acoustic or other properties against a pre-specified benchmark.
This comes at the cost of accuracy, however, as they are not
perfectly able to model and abstract the human responses (yet).
Comparability describes the ability of a measure to differenti-
ate between different systems of the same kind. Again a certain
overlap with the other dimensions can be denoted, as a very
subjective measurement is unlikely to yield comparable results
across systems and test instances. It is one of the major short-
comings of comparison based approaches like AB-Tests [17]
and MUSHRA [18], which are not necessarily transitive across
testing instances. They do, however, carry the advantage of cir-
cumventing the generalization problem regarding subject’s in-
ternal expectations as is described for voice quality in [19]. This
is achieved via grounding of the participants’ inner framework
by presenting all stimuli at the same time, so a direct ranking
can be obtained. Granularity refers to the level of precision at
which quality is being extracted. The traditional Mean Opin-
ion Score approach used in the blizzard challenge [20] does not
yield much insight into what the underlying problems of a given
system are. A more granular testing framework would be the
older ITU rec. P. 85 [21] regarding signal degradation which
computed overall scores of naturalness by eliciting answers on
multiple subscales. While both testing paradigms have been
criticized and reworked over the years [22, 23, 7, 24], many
of these critiques aimed at a different level of granularity with
[25], for example, suggesting to include the standard deviation
in reports. The last axis reliability is a well known measure in
the fields of test construction from social sciences and psychol-
ogy, referring to the consistency in test results across different
instances and homogeneity within its sub-parts. As is obvious,
the objective approaches described above e.g. also carry the
advantage of being very reliable and consistent.
Note that these axes are purely theoretical in nature and an ex-
pert panels opinion on their merits and shortcomings would be
very useful to ground their applicability.

2. Results so far
Considering the theoretical framework described above, the
goal of this thesis is to improve upon the quality paradigms used
in the employ of synthetic speech evaluation. The axes used to
describe the validity of a given evaluation procedure seem to
be at least partially inversely correlated. The goal of defining
a better paradigm can as such be framed as one that increases
one or multiple of these qualities while commanding no or little
negative effect on the others. The efforts so far have been con-



strained to improving on the granularity of evaluation, as this
promises to yield more insights as to the underlying problems
of a given system.

2.1. More granular TTS dimensions

To gain a more fine grained picture of naı̈ve participants’ per-
ception of what constitutes synthetic speech quality other than
the vague term of “naturalness”, a line of tests has been car-
ried out. Other people have taken the ceiling effect observed
for naturalness since 2011 [26, 27] as a reason to switch the fo-
cus of investigation on more difficult tasks and data sets. This
thesis follows the reasoning in [27, 28] that these effects are ac-
tually a shortcoming of the framework being used and that there
might very well be finer differences which cannot be captured
by the paradigm. Seeing that the original measures and subse-
quent revisions of proposed quality scales date back to a time
of diphone-synthesis, the re-examination of underlying quality
dimensions seemed warranted on modern text-to-speech (TTS)
systems. In order to find original terms of quality, a bottom-up
pre-experiment was conducted in which participants were pre-
sented two-sentence samples of the caterpillar story [29] and
asked to provide free text input on what they thought described
the quality of what they had just perceived in an online inter-
face. The resulting terms were then transformed into unilateral
interval scales. One of the main differences to the work in e.g.
[30] is that there was no assumption regarding the prominence
of a scale being dependent on its frequency, keeping all orig-
inal scales for further analysis. The scales were subsequently
presented to 88 participants in a web-framework. A different
corpus of 12 different state-of-the-art TTS systems was con-
structed with 3 harvard sentences per sample separated each by
500ms of silence. The analysis revealed 8 significant factors
of synthetic speech quality of which the dimensions of “nat-
uralness” and “audio degradation” overlapped with previously
found factors in literature [31]. A subsequent retest in which 18
participants each re-evaluated a subset of the same 4 samples for
all scales was conducted to gather a sense of reliability of these
rating scales. Computing the intra class correlation coefficient
revealed very poor consistency between participants’ ratings on
all sub-scales except for gender. This runs counter to the pre-
vious findings on the reliability of MOS for signal degradation
in [32], the consistency of listeners ratings in the blizzard chal-
lenge [7] or the retest reliability for naturalness MOS reported
in [26]. Using the framework described above, the divergence
could point to the fact that the level of abstraction is inversely
correlated to the reliability of the results with [26] also reporting
utterance level correlations which were much lower than system
level correlation to previous evaluations of the same data. The
simulation experiment in [8] also shows higher stability in MOS
ratings with the inclusion of more participants, suggesting that
our sample size for the reliability experiment might have been
too small. A correlation analysis of the obtained perceptual rat-
ings with computed acoustic measures revealed very low corre-
lations except for the gender dimension. While this can be for
one attributed to the spread distribution within the perceptual
ratings noted above, it can also be explained through the nec-
essary averaging of acoustic features. Since the MOS for each
dimension is computed on the whole utterance, the acoustic cor-
relates were also averaged over all three sentences in a sample.
It has been explicitly stated that such procedures muddle the
discriminative capabilities of many acoustic properties such as
cepstral peak prominence [33].

2.2. Even more fine grained

Following these insights, a new evaluation paradigm was de-
vised to offer even more granular responses in the time domain.
After asking the participants’ opinion on a standard ACR scale
over the whole sample they were instructed to mark the parts
of a signal which they felt were most detrimental. To evaluate
the validity of such an approach, the inter annotator agreement
described in [34] was computed on the overlapping marked re-
gions. The experiment did yield promising results regarding the
agreement between participants of which portions of the signal
were detrimental to its quality, with κ=0.60 and κ=0.55. The
second value yields from a separate group which was given the
same task querying a different dimension of quality. The first
group was asked to denote unnatural segments and the second
to mark emotionally negative parts. A correlation analysis us-
ing a General Additive Mixed Model (GAMM) confirmed a sig-
nificant effect of the question on participants’ markings. Sub-
sequent investigations revealed, however, that this effect was
primarily due to magnitude and participants did indeed overlap
quite heavily in their markings between conditions. Referring
back to the meta-framework, we take this as further evidence
that untrained listeners do not have the awareness necessary to
attribute signal properties to sub-dimensions of their listening
impressions, which is a generalization of the statement regard-
ing prosody made in [6].

3. New concepts for evaluation procedure
Having explored the possibilities of increasing examination
granularity, the following steps are dedicated to investigating
different axes of synthetic speech evaluation.

3.1. Context aware

As was pointed out in the introduction, one major dimension of
contention for synthetic speech quality evaluation seems to be
the accuracy of our measures. Including more specific context
into our paradigms promises better applicability of the results
obtained. To counteract a major influx in cost that would be
tied to this gain in accuracy, I propose to carry out these context
aware evaluations in a simulation environment. A clear dis-
tinction has to be made here between the full interactive envi-
ronments as they are used in Human machine interaction and a
more shallow computer based version which might not offer as
much immersion, but still offers the ability to assimilate the use
case at lower cost. A training phase might be needed for partic-
ipants to get used to the environment and diminish the effects
of the simulation. While passive measurements like interaction
time to gage the systems pleasantness have their inherent own
problems (it could also denote bad intelligibility), they could
easily be recorded and serve as complimentary indicators. To
test the effect of simulation immersion, two different tests are
proposed to be carried out: One in the simulation environment
and a second in a mimicking real life environment, with an op-
tional intermediate level being artificial reality. If the simulation
proves to have no significant distortion effect, different applica-
tion contexts should be evaluated to see if this is generalisable
(i.e. car navigation vs. sheduling task). One big challenge lies
also in the naı̈ve participants ability to navigate a two dimen-
sional simulation space, without a break in immersion, which
might in turn invalidate the results for a real life setting. As it
is the goal to have the environment be web-distributable so that
experiments can be carried out in an efficient fashion, this also
constrains the set of use cases for which it can be applied.
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